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1. IMPLEMENTATION DETAILS

1.1. Iterative Editing

We show the implementation details of iterative editing in
Algorithm 1, following some formulations in Prompt-to-
Prompt [1].

Algorithm 1 Algorithm for iterative editing.

Input: All prompts
{
P 1, P 2, ..., PK

}
, a random seed ξ, and

words {(w1, w2)2, (w2, w3)3, ..., (wK−1, wK)K} speci-
fying the editing region for local editing.

Output: All images x1, x2, ..., xK .
1: zT ∼ N(0, I), a unit Gaussian random variable with ξ;
2: (z1T , z

2
T , ..., z

K
T )← zT ;

3: for t = T, T − 1, ..., 1 do
4: z1t−1,M

1
t ← DM(z1t , P

1, t, ξ);
5: for k = 2, ...,K do
6: zk−1

t−1 ,M
k−1
t ← DM(zk−1

t , P k−1, t, ξ);
7: Mk

t ← DM(zkt , P
k, t, ξ);

8: M̂k
t ← Edit(Mk−1

t ,Mk
t , t);

9: zkt−1 ← DM(zkt , P
k, t, ξ){M ← M̂k

t };
10: if local then
11: α← B(M

k−1

t,(wk−1)k) ∪B(M
k

t,(wk)k);
12: zkt−1 ← (1− α)⊙ zk−1

t−1 + α⊙ zkt−1;
13: end if
14: end for
15: end for
16: x1, x2, ..., xK = Decode(z10 , z

2
0 , ..., z

K
0 ).

1.2. Training Details

We choose the pre-trained Stable Diffusion v1.4 in our
pipeline. When sampling the original and the edited images,
we run 50 inference steps with a classifier-free guidance scale
of 7.5. During the optimization of strokes, we train 1000 it-
erations for each example. We use 96 strokes each of which
includes 4 control points to represent the vector sketches. The
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stroke width is defined with a fixed value 1.0. In the stroke-
level local editing scheme, we adopt cross-attention maps of
resolution 16 × 16 in up and down blocks in the diffusion
model.

2. MORE RESULTS

We show more results including:

• Comparisons in Word Swap mode: Fig. 1;

• Comparisons in Prompt Refinement mode: Fig. 2;

• Attention Re-weighting mode: Fig. 3;

• Iterative editing: Fig. 4 and 5.
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Original vector sketch

“A painting of a squirrel eating a burger”         “A painting of a squirrel eating a pizza”

Ours DiffSketcher VectorFusion CLIPDraw Prompt-to-Prompt (image-level)

“A kangaroo walks on the road”          “A deer walks on the road”

“A huge mushroom in the desert”          “A huge umbrella in the desert”

“A boy wearing a cap”         “A boy wearing a beanie”

“A painting of a squirrel eating a burger”          “A painting of a cat eating a burger”

“A photo of a cat wearing a tie”          “A photo of a dog wearing a tie”

“A vase filled with roses”          “A vase filled with lavenders”

Fig. 1. Comparisons with baseline methods in Word Swap mode.



Original vector sketch Ours DiffSketcher VectorFusion CLIPDraw Prompt-to-Prompt (image-level)

“A cup”          “A cup with handles”

“A bench in the living room”          “A bench with pillows in the living room”

“Snoopy holding a stick”          “Snoopy holding a stick in flames”

“A truck”          “A truck with a long container”

“A girl wearing a skirt”          “A girl wearing a flare skirt”

“A car is driving in the street”          “A car is driving in the flooded street”

“A photo of a toy bear”          “A photo of a toy bear with sunglasses”

Fig. 2. Comparisons with baseline methods in Prompt Refinement mode.



Original sketch Edited sketch

Prompt-to-Prompt (image-level)

“A smiling teddy bear”           “A smiling(  ) teddy bear”

Original image Edited image 

“A smiling teddy bear”           “A smiling(  ) teddy bear”

“A round table”           “A round(  ) table”

“A crashed car”           “A crashed(  ) car”

“A crashed car”           “A crashed(  ) car”

Ours (vector-level)

“A photo of a birthday cake with candles”           “A photo of a birthday cake with candles(  )”

Fig. 3. Results in Attention Re-weighting mode.



Original vector sketch Edited vector sketch 1 Edited vector sketch 2

“A painting of a squirrel 

eating a burger”

seed=25760

“squirrel”       “rabbit” “burger”      “pumpkin”

seed=51355

seed=609

“A kangaroo near a car” “kangaroo”       “deer” “deer”      “tiger”

“A kangaroo near a car” “kangaroo”       “deer” “deer”      “tiger”

“An evening dress” “... with sleeves” “... and a belt”

seed=53487

seed=4804

“An evening dress” “... with long sleeves” “... and belt”

Fig. 4. Results of iterative editing.



“An emoji face with 

moustache and smile”

“An emoji face with 

moustache(  ) and smile”

“An emoji face with 

moustache(  ) and smile(  )”

seed=35491

“A face with

moustache and smile”

“A face with 

moustache(  ) and smile”

“A face with

moustache(  ) and smile(  )”

seed=55867

Original vector sketch Edited vector sketch 1 Edited vector sketch 2

Fig. 5. Results of iterative editing.


